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#### Abstract

In this paper, a more general traveling salesman problem has been discussed. In the traditional traveling salesman problem the graphs it discussed are only sides weighted graphs. The graphs discussed in paper [2] and in this paper are complete weighted graphs, that all nodes and sides are weighted. We obtain simple method to solve all the nodes weight on condition that all the sides weight and all the total work (for example: total cost) are known.
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## 1. Introduction

The traditional traveling salesman problem is the prolongation of the Hamiltonian problem. In paper [1], the graphs it discussed are only sides weighted graphs. In paper [2] and this paper, which discussed are complete weighted graphs, that all nodes and sides are weighted; In paper [2], it discuss how to find the best Nearest Neighbor Circuit such that the total work is the minimum, when the nodes weight and sides weight are known. In this paper, it discusses how to solve all the nodes weight when all the sides weight and all the total work are known.

Yet no effective method is known for the TSP. There is a well-known algorithm called Nearest Neighbor Algorithm. It's simple: While a salesman is in a city, the next city he need to go to is the one, that is the nearest and he hasn't been to yet, and so on until all the cities are visited. The method of the Nearest Neighbor Algorithm is: In a n-order side weighted undirected complete graph, we can freely choose any node as the starting node $x_{1}$ of the Hamiltonian Circuit, and
then find the nearest node to $x_{1}$ as the second node $x_{2}$. The nearest node to $x_{2}$ is as the third node $x_{3}$ and so on until all the nodes are chosen. In order to express convenient, we can call the circuit, obtained by Nearest Neighbor Algorithm, the Nearest Neighbor Circuit. And we can call the Nearest Neighbor Circuit, with node $v_{i}$ as its starting node, the $v_{i}$-Nearest Neighbor Circuit. We can call the side weight $\bar{a}_{i k}$, of the side between node $v_{k}$ and the next node, the following nearest neighbor side weight of $v_{k}$ in the $v_{i}$ - Nearest Neighbor Circuit.

In the traditional traveling salesman problem the graphs it discussed are only sides weighted graphs. The graphs we discussed in paper [2] and in this paper are complete weighted graphs, that all nodes and sides are weighted. In this paper, we obtain simple method to solve all the nodes weight, on condition that all the sides weight and all the total work (for example: total cost) are known. It is the main result of this paper and is very important in simulation problem, for example in the urban planning administration or in the modern physical distribution management.

## 2. Main Results

At first place we give the method:
Method 2.1 Conside in a n-order complete weighted undirected graph, there are n nodes $\left(v_{1}, v_{2}, \cdots, v_{n}\right)$. Let $k_{i j}$ means the side weight between $v_{i}$ and $v_{j}$, and all the $k_{i j}$ are known, where $i, j \in 1,2, \cdots, n$. Let $x_{i}, i \in 1,2, \cdots, n$ means the node weight of the node $v_{i}$ and all the $x_{i}$ are unknown.

In the $v_{i}$ - Nearest Neighbor Circuit, we call the product $\bar{a}_{i j} x_{j}$ the work of node $v_{j}$, which the $\bar{a}_{i j}$ is the following nearest neighbor side weight of $v_{j}$. And we call the sum $\sum_{j=1}^{n} \bar{a}_{i j} x_{j}$ the total work of all the nodes $\left(v_{1}, v_{2}, \cdots, v_{n}\right)$ in the $v_{i}$ - Nearest Neighbor Ciricuit.

Step 1 By Nearest Neighbor Algorithm, we let all the nodes $v_{i}, i \in 1,2, \cdots, n$ as starting node separately, and find out all the $\bar{a}_{i j}$ of $v_{j}, j=1,2, \cdots, n, i=1,2, \cdots, n$. Therefore we can get $\mathrm{n} v_{i}(i \in 1,2, \cdots, n)$ - Nearest Neighbor Ciricuits and their total work:

$$
\left\{\begin{array}{c}
\bar{a}_{11} x_{1}+\bar{a}_{12} x_{2}+\cdots+\bar{a}_{1 n} x_{n}=\sum_{j=1}^{n} \bar{a}_{1 j} x_{j}  \tag{1}\\
\cdots \cdots \cdots \\
\bar{a}_{i 1} x_{1}+\bar{a}_{i 2} x_{2}+\cdots+\bar{a}_{i n} x_{n}=\sum_{j=1}^{n} \bar{a}_{i j} x_{j} \\
\cdots \cdots \cdots \\
\bar{a}_{n 1} x_{1}+\bar{a}_{n 2} x_{2}+\cdots+\bar{a}_{n n} x_{n}=\sum_{j=1}^{n} \bar{a}_{n j} x_{j}
\end{array}\right.
$$

Because $x_{i}, i \in 1,2, \cdots, n$ are unknown, so (1) is $n$-variables linear equations with variables $x_{1}, x_{2}, \cdots, x_{n}$. Let $W_{i}=\sum_{j=1}^{n} \bar{a}_{i j} x_{j}, i \in 1,2, \cdots, n$. Then the (1) can be:

$$
\left\{\begin{array}{c}
\bar{a}_{11} x_{1}+\bar{a}_{12} x_{2}+\cdots+\bar{a}_{1 n} x_{n}=W_{1}  \tag{2}\\
\cdots \cdots \cdots \\
\bar{a}_{i 1} x_{1}+\bar{a}_{i 2} x_{2}+\cdots+\bar{a}_{i n} x_{n}=W_{i} \\
\cdots \cdots \cdots \\
\bar{a}_{n 1} x_{1}+\bar{a}_{n 2} x_{2}+\cdots+\bar{a}_{n n} x_{n}=W_{n}
\end{array}\right.
$$

Step 2 If $W_{1}, W_{2}, \cdots, W_{n}$ are known, solve the n-variables linear equations (2).

$$
\text { Let } A=\left[\begin{array}{ccccc}
\bar{a}_{11} & \bar{a}_{12} & \cdots & \cdots & \bar{a}_{1 n} \\
& & \cdots & \cdots & \\
\bar{a}_{i 1} & \bar{a}_{i 2} & \cdots & \cdots & \bar{a}_{i n} \\
& & \cdots & \cdots & \\
\bar{a}_{n 1} & \bar{a}_{n 2} & \cdots & \cdots & \bar{a}_{n n}
\end{array}\right]_{n \times n}
$$

be the coefficient matrix and

$$
\bar{A}=\left[\begin{array}{ccccc}
\bar{a}_{11} & \bar{a}_{12} & \cdots & \bar{a}_{1 n} & W_{1} \\
& & \cdots & & \\
\bar{a}_{i 1} & \bar{a}_{i 2} & \cdots & \bar{a}_{i n} & W_{i} \\
& & \cdots & & \\
\bar{a}_{n 1} & \bar{a}_{n 2} & \cdots & \bar{a}_{n n} & W_{n}
\end{array}\right]_{n \times(n+1)}
$$

be the augmented matrix.

1) If $\operatorname{rank}(\bar{A}) \neq \operatorname{rank}(A)$, then this linear equations (2) has no solution.
2) If $\operatorname{rank}(\bar{A})=\operatorname{rank}(A)=n$, then this linear equations (2) has unique solution. It shows that
when all the total work $W_{i}, i=1,2, \cdots, n$ are known, all the nodes weight $x_{i}, i=1,2, \cdots, n$ can be solved and are unique.
3) If $\operatorname{rank}(\bar{A})=\operatorname{rank}(A)<n$, then this linear equations (2) has infinitely many solutions and has $n-\operatorname{rank}(A)$ unknown freedom variables. It shows that when all the total work $W_{i}, i=1,2, \cdots, n$ are known, all the nodes weight $x_{i}, i=1,2, \cdots, n$ can be solved by $n-\operatorname{rank}(A)$ of them.

The background of example 2.1: The container transport as an advanced modernization transport way is very popular and very important in the world trade. But for various reasons, it brings up the empty container transport problem. The empty container transport problem means the transportation of empty container include not only marine transportation but also land transportation. In 2011, there are 61 million empty standard containers transported in the global main routes. The transportation costs of those empty containers are about 36.6 billion dollars. It means that $19 \%$ of industry incomes are consumed by the empty container transport. So the study or research of the empty container transport is very important to scientific community and relevant companies.

Because of the unbalanced development of economy, different types of empty containers are piled up or required in different ports. There are different average unit transportation costs by different types of empty containers. And because the distances between ports are different, so there are different average unit transportation costs to different ports even by the same type. The transportation costs equals to the average unit transportation costs multiply by transportation quantity.

Example 2.1 There is a container transportation company going to arrange the transportation of empty containers in the main ports $v_{1}, v_{2}, v_{3}, v_{4}, v_{5}$ on condition that total transportation cost are given.

Suppose there are container ships $S_{i}(i=1,2,3,4,5)$ in the ports $v_{i}(i=1,2,3,4,5)$. Every week, the container transportation company sent ships $S_{i}$ to transport the empty containers
starting from the ports $v_{i}$, and visit all the other ports and return to the starting port. Each port is visited only once. Suppose the ships $S_{i}$ 's total transportation cost $W_{i}(i=1,2,3,4,5)$ are known. Suppose there are $T_{i}$ types $(i=1,2,3,4,5)$ of empty containers, which are required by other ports and ready for shipment, piled up in port $v_{i}$. The average unit transportation costs (dollars/per empty container) between the ports $v_{i}$ and $v_{j}$ of $T_{i}$ types $(i=1,2,3,4,5)$ are known, as show in table 1 . But the quantities $x_{i}$ of type $T_{i}$ are unknown.

Suppose the empty containers will be transported to the port, to which the average unit transportation cost is the minimum. And the empty containers in previous port would be unloaded in the next port. Suppose the quantities $x_{i}$ are stable and inexhaustible. That means if the previous $x_{i}$ is carried away, then the next $x_{i}$ quantity empty containers are immediately ready for shipment instead of.

On condition that the ships $S_{i}$ 's total transportation cost $W_{i}$ are known, how to arrange the quantity $\quad x_{i}(i=1,2,3,4,5) ?$

Table 1 The Average Unit Transportation Costs (dollars/per empty container)

| Port | Thpe average unit transportation costs (dollars/per empty container) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | To ports $v_{2}$ | To ports $v_{3}$ | To ports $v_{4}$ | To ports $v_{5}$ |  |
| $v_{1}$ |  | 0 | 13 | 10 | 11 | 15 |
| $v_{2}$ | $T_{2}$ | 13 | 0 | 12 | 6 | 9 |
| $v_{3}$ | $T_{3}$ | 10 | 12 | 0 | 14 | 7 |
| $v_{4}$ | $T_{4}$ | 11 | 6 | 14 | 0 | 8 |
| $v_{5}$ | $T_{5}$ | 15 | 9 | 7 | 8 | 0 |

The solution is: According to the question, construct a 5-order complete weighted undirected graph with nodes $v_{1}, v_{2}, v_{3}, v_{4}, v_{5}$ as shown in the Fig.1. Suppose the side weights, which are known, means the average unit transportation costs (dollars/per empty container) between the
ports $v_{i}(i=1,2,3,4,5)$. Suppose the nodes weights $x_{i}, i=1,2, \cdots, 5$, which are unknown, means the quantity of type $T_{i}$ of empty containers. So the question "On condition that the ships $S_{i}$ 's total transportation cost $W_{i}$ are known, how to arrange the quantity $x_{i}(i=1,2,3,4,5)$ ?" equals to the question "On condition that the total work $W_{i}$ are known, how to arrange the nodes weight $\quad x_{i}(i=1,2,3,4,5) ?$ ?"


Fig.1. 5-order Complete Weighted Undirected Graph

Step 1. By Nearest Neighbor Algorithm, we let all the nodes as starting node separately. So we can get $5 v_{i}(i=1,2, \cdots, 5)$-Nearest Neighbor Circuit, and their total work (the total transportation cost).

1) Let the node $v_{1}$ as the starting node. Because of $\min \{13,10,11,15\}=10$, the nearest node to $v_{1}$ is $v_{3}$. Then the side $v_{1} v_{3}$ is as the first side of the $v_{1}$ - Nearest Neighbor Circuit, as shown in the Fig.2. Therefore, we can get the following nearest neighbor side weight of $v_{1}$ : $\bar{a}_{11}=10$ and the work (the transportation cost) of $v_{1}: 10 x_{1}$, in the $v_{1}$ - Nearest Neighbor Circuit.


Fig.2. $v_{1}-v_{10}$ of the $v_{1}$ - Nearest Neighbor Circuit

To the node $v_{3}$, because of $\min \{12,7,14\}=7$, so the nearest node is $v_{5}$, besides $v_{1}$. Then the side $v_{3} v_{5}$ is as the second side of the $v_{1}$ - Nearest Neighbor Circuit, as shown in the Fig.3. Therefore, we can get the following nearest neighbor side weight of $v_{3}: \bar{a}_{13}=7$ and the work (the transportation cost) of $v_{3}: 7 x_{3}$, in the $v_{1}$ - Nearest Neighbor Ciricuit.


Fig.3. $v_{1}-v_{10}-v_{5}$ of the $v_{1}$ - Nearest Neighbor Circuit

To the node $v_{5}$, because $\min \{9,8\}=8$, so the nearest node is $v_{4}$, besides $v_{1}$ and $v_{3}$. Then the side $v_{5} v_{4}$ is as the third side of the $v_{1}$ - Nearest Neighbor Circuit, as shown in the Fig.4. Therefore, we can get the following nearest neighbor side weight of $v_{5}: \bar{a}_{15}=8$ and the
work (the transportation cost) of $v_{5}: 8 x_{5}$, in the $v_{1}$ - Nearest Neighbor Circuit.


Fig.4. $v_{1}-v_{10}-v_{7}-v_{4}$ of the $v_{1}-$ Nearest Neighbor Circuit

To the node $v_{4}$, the nearest node is $v_{2}$, besides $v_{1}, v_{3}$ and $v_{5}$. Then the side $v_{4} v_{2}$ is as the fouth side of the $v_{1}$ - Nearest Neighbor Circuit, as shown in the Fig.5. Therefore, we can get the following nearest neighbor side weight of $v_{4}: \bar{a}_{14}=6$ and the work (the transportation cost) of $v_{4}: 6 x_{4}$, in the $v_{1}$ - Nearest Neighbor Ciricuit.


Fig.5. $v_{1}-v_{3}-v_{7}-v_{4}-v_{2}$ of the $v_{1}-$ Nearest Neighbor Circuit

Link $v_{2}$ to $v_{1}$. Then the side $v_{2} v_{1}$ is as the fifth side of the $v_{1}$ - Nearest Neighbor Circuit.Therefore, we can get the following nearest neighbor side weight of $v_{2}: \bar{a}_{12}=13$ and
the work (the transportation cost) of $v_{2}: 13 x_{2}$, in the $v_{1}$ - Nearest Neighbor Circuit. So the $v_{1}-$ Nearest Neighbor Circuit is finished like that: $v_{1}-v_{3}-v_{7}-v_{4}-v_{2}-v_{13}$, as shown in the Fig. 6 and its total work (the total transportation cost) is:

$$
10 x_{1}+7 x_{3}+8 x_{5}+6 x_{4}+13 x_{2}=W_{1}
$$

That is

$$
\begin{equation*}
10 x_{1}+13 x_{2}+7 x_{3}+6 x_{4}+8 x_{5}=W_{1} \tag{3}
\end{equation*}
$$



Fig.6. $v_{1}-v_{30}-v_{7}-v_{4}-v_{6}-v_{13}$ Of the $v_{1}$ - Nearest Neighbor Circuit
2) In the same way, let the node $v_{2}$ as the starting node. Therefore, we can get $\bar{a}_{21}=6$, $\bar{a}_{22}=8, \bar{a}_{23}=7, \bar{a}_{24}=10, \bar{a}_{25}=13$. So the $v_{2}$ - Nearest Neighbor Circuit is like that: $v_{2}-v_{4}-v_{5}-v_{7}-v_{10}-v_{2}$, as shown in the Fig. 7 and its total work (the total transportation cost) is:

$$
6 x_{2}+8 x_{4}+7 x_{5}+10 x_{3}+13 x_{1}=W_{2}
$$

That is

$$
\begin{equation*}
13 x_{1}+6 x_{2}+10 x_{3}+8 x_{4}+7 x_{5}=W_{2} \tag{4}
\end{equation*}
$$



Fig.7. $v_{2}-v_{4}-v_{5}-v_{7}-v_{10}-v_{13}$ of the $v_{2}$ - Nearest Neighbor Circuit
3) In the same way, let the node $v_{3}$ as the starting node. Therefore, we can get $\bar{a}_{31}=7$, $\bar{a}_{32}=8, \bar{a}_{33}=6, \bar{a}_{34}=13, \bar{a}_{35}=10$. So the $v_{3}$ - Nearest Neighbor Circuit is like that: $v_{3}-v_{5}-v_{4}-v_{6}-v_{13}-v_{10}$, as shown in the Fig. 8 and its total work (the total transportation cost) is:

$$
7 x_{3}+8 x_{5}+6 x_{4}+13 x_{2}+10 x_{1}=W_{3},
$$

That is

$$
\begin{equation*}
10 x_{1}+13 x_{2}+7 x_{3}+6 x_{4}+8 x_{5}=W_{3} \tag{5}
\end{equation*}
$$



Fig.8. $v_{3}-v_{7}-v_{4}-v_{2}-v_{13}-v_{10}$ of the $v_{3}$ - Nearest Neighbor Circuit
4) In the same way, let the node $v_{4}$ as the starting node. Therefore, we can get $\bar{a}_{41}=11$,
$\bar{a}_{42}=9, \bar{a}_{43}=10, \bar{a}_{44}=6, \bar{a}_{45}=7$. So the $v_{4}$ - Nearest Neighbor Circuit is like that $v_{4}-v_{6}-v_{9}-v_{7}-v_{10}-v_{4}$, as shown in the Fig. 9 and its total work (the total transportation cost) is:

$$
6 x_{4}+9 x_{2}+7 x_{5}+10 x_{3}+11 x_{1}=W_{4},
$$

That is

$$
\begin{equation*}
11 x_{1}+9 x_{2}+10 x_{3}+6 x_{4}+7 x_{5}=W_{4} \tag{6}
\end{equation*}
$$



Fig.9. $v_{4}-v_{2}-v_{5}-v_{7}-v_{10}-v_{11}$ of the $v_{4}$ - Nearest Neighbor Circuit
5) In the same way, let the node $v_{5}$ as the starting node. Therefore, we can get $\bar{a}_{51}=11$,

$$
\bar{a}_{52}=9, \bar{a}_{53}=10, \bar{a}_{54}=6, \bar{a}_{55}=7 \text {. So the } v_{5}-\text { Nearest Neighbor Circuit is }
$$

like that $v_{5}-v_{7}-v_{1}-v_{4}-v_{2}-v_{5}$, as shown in the Fig. 10 and its total work (the total transportation cost) is:

$$
7 x_{5}+10 x_{3}+11 x_{1}+6 x_{4}+9 x_{2}=W_{5},
$$

That is

$$
\begin{equation*}
11 x_{1}+9 x_{2}+10 x_{3}+6 x_{4}+7 x_{5}=W_{5} \tag{7}
\end{equation*}
$$



Fig.10. $v_{5}-v_{7}-v_{10}-v_{4}-v_{6}-v_{5}$ of the $v_{5}$ - Nearest Neighbor Circuit

Therefore, formulas (3)-(7) are 5 -variables linear equations (8) with variables $x_{1}, x_{2}, x_{3}$, $x_{4}, x_{5}$.

$$
\left\{\begin{array}{l}
10 x_{1}+13 x_{2}+7 x_{3}+6 x_{4}+8 x_{5}=W_{1}  \tag{8}\\
13 x_{1}+6 x_{2}+10 x_{3}+8 x_{4}+7 x_{5}=W_{2} \\
10 x_{1}+13 x_{2}+7 x_{3}+6 x_{4}+8 x_{5}=W_{3} \\
11 x_{1}+9 x_{2}+10 x_{3}+6 x_{4}+7 x_{5}=W_{4} \\
11 x_{1}+9 x_{2}+10 x_{3}+6 x_{4}+7 x_{5}=W_{5}
\end{array}\right.
$$

We can see that, in fact, the $v_{1}$-Nearest Neighbor Circuit, the $v_{2}$-Nearest Neighbor Circuit and the $v_{3}$-Nearest Neighbor Circuit are the same circuit although by different starting nodes $v_{1}$, $v_{2}, v_{3}$. The $v_{4}$-Nearest Neighbor Circuit and the $v_{5}$-Nearest Neighbor Circuit are the same circuit although by different starting nodes $v_{4}, v_{5}$.

Step 2 Because $W_{1}, W_{2}, \cdots, W_{5}$ are known, solve this 5-variables linear equations (8). Let

$$
A=\left[\begin{array}{ccccc}
10 & 13 & 7 & 6 & 8 \\
13 & 6 & 10 & 8 & 7 \\
10 & 13 & 7 & 6 & 8 \\
11 & 9 & 10 & 6 & 7 \\
11 & 9 & 10 & 6 & 7
\end{array}\right]_{5 \times 5}
$$

be the coefficient matrix and

$$
\bar{A}=\left[\begin{array}{cccccc}
10 & 13 & 7 & 6 & 8 & W_{1} \\
13 & 6 & 10 & 8 & 7 & W_{2} \\
10 & 13 & 7 & 6 & 8 & W_{3} \\
11 & 9 & 10 & 6 & 7 & W_{4} \\
11 & 9 & 10 & 6 & 7 & W_{5}
\end{array}\right]_{5 \times 6}
$$

be the augmented matrix. Then

$$
\bar{A}=\left[\begin{array}{cccccc}
10 & 13 & 7 & 6 & 8 & W_{1} \\
13 & 6 & 10 & 8 & 7 & W_{2} \\
10 & 13 & 7 & 6 & 8 & W_{3} \\
11 & 9 & 10 & 6 & 7 & W_{4} \\
11 & 9 & 10 & 6 & 7 & W_{5}
\end{array}\right]_{5 \times 6}
$$

$\xlongequal{\text { linlear transformation }}\left[\begin{array}{cccccc}1 & 0 & 0 & \frac{188}{203} & \frac{93}{203} & \frac{30 W_{1}+67 W_{2}-88 W_{4}}{203} \\ 0 & 1 & 0 & -\frac{10}{203} & \frac{62}{203} & \frac{20 W_{1}-23 W_{2}+9 W_{4}}{203} \\ 0 & 0 & 1 & -\frac{76}{203} & -\frac{16}{203} & \frac{-51 W_{1}-53 W_{2}+109 W_{4}}{203} \\ 0 & 0 & 0 & 0 & 0 & W_{3}-W_{1} \\ 0 & 0 & 0 & 0 & 0 & W_{5}-W_{4}\end{array}\right]$

1) Because $\operatorname{rank}(A)=3, n=5$, then $\operatorname{rank}(A)<n$, so this linear equations (8) has no unique solution.
2) When $W_{3}-W_{1} \neq 0$ or $W_{5}-W_{4} \neq 0$, that is $W_{3} \neq W_{1}$ or $W_{5} \neq W_{4}$, then there is $\operatorname{rank}(A)=3 \neq \operatorname{rank}(\bar{A})$, so this linear equations (8) has no solution.
3) When $W_{3}-W_{1}=0$ and $W_{5}-W_{4}=0$. That is $W_{1}=W_{3}$ and $W_{4}=W_{5}$, then there is $\operatorname{rank}(A)=\operatorname{rank}(\bar{A})=3<n$, so this linear equations (8) has infinitely many solutions and has $5-3=2$ unknown quantities of freedom. It shows on when all the total work (the total costs of container ships) $W_{i}(i=1,2,3,4,5)$ are known and $\left\{\begin{array}{l}W_{1}=W_{3}, \\ W_{4}=W_{5}\end{array}\right.$, all the nodes weight $x_{i}(i=1,2,3,4,5)$ can be solved by two of them. So the container transportation company can
first satisfy two quantities of $x_{i}(i=1,2,3,4,5)$ which are badly in needs of, then calculate the other three quantities. Suppose $W_{1}=W_{3}=10000, W_{2}=11000, W_{4}=W_{5}=10500$, and the demand priority order and the required quantities of $A, B, C, D, E$ are: $D=200, \mathrm{E}=300, \mathrm{C}=500$, $\mathrm{A}=400, \mathrm{~B}=250$. So, according to priority order, we can first satisfy the $x_{4}=200$ of D and $x_{5}=300$ of E , then solve the other $x_{3}=352$ of $\mathrm{C}, x_{1}=233$ of $\mathrm{A}, x_{2}=122$ of B by linear equations (8).

The main result of this example 2.1 is: It shows that when all of the total work (the total transportation costs of container ships) $W_{i}, i=1,2, \cdots, 5$ are known and $\left\{\begin{array}{l}W_{1}=W_{3}, \\ W_{4}=W_{5}\end{array}\right.$, all the nodes weight (the quantities) $x_{i}, i=1,2, \cdots, 5$ can be solved by two of them. This is very important in simulation problem.

## 3 . Conclusions

1) In method 2.1 ,let all the nodes as starting node separately and find out all the $\bar{a}_{i j}(i, j=1,2, \cdots, n)$ by Nearest Neighbor Algorithm. Then we can get $\mathrm{n} v_{i}(i \in 1,2, \cdots, n)$ Nearest Neighbor Ciricuits and $n$-variables linear equations with variables $x_{1}, x_{2}, \cdots, x_{n}$, because their total work are known. Then solve those n-variables linear equations. So the solutions $x_{1}, x_{2}, \cdots, x_{n}$ are solved.
2) In paper [1], the graphs it discussed are only sides weighted graphs. In paper [2] and this paper, which discussed are complete weighted graphs, that all nodes and sides are weighted; In paper [2], it discuss how to find the best Nearest Neighbor Circuit such that the total work is the minimum, when the nodes weight and sides weight are known. In this paper, it discuss how to solve all the nodes weight when all the sides weight and all the total work are known.
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